3

V.

For the best experience, open this PDF portfolio in
Acrobat 9 or Adobe Reader 9, or later.

Get Adobe Reader Now!



http://www.adobe.com/go/reader


Fi Unlc}ckmarValue from the Ncnw:nrks

2013 Smarter Networks for Smarter Things 15-16 October 2013 Venice, ltaly

Programme, Tuesday, October 15

S$1: Network Functions on the Move
Chair: Marc Cheboldaeff (T-Systems International, Germany)

The Virtual Set-Top Box: On the Shift of IPTV Service Execution, Service & Ul Composition Into the Cloud
Alexandra Mikityuk; Oliver Friedrich; Jean-Pierre Seifert (Telekom Innovation Laboratories, Germany)

Manifesto of Edge ICT Fabric

Antonio Manzalini; Roberto Minerva (Telecom ltalia, Italy); Eliezer Dekel; Yoav Tock (IBM Haifa Research Lab, Israel); Ernest Kaempfer
(Intel Corporation, Italy); Wouter Tavernier; Koen Casier; Sofie Verbrugge; Didier Colle (Ghent University, Belgium); Franco Callegati; Aldo
Campi; Walter Cerroni (University of Bologna, Italy); Ricard Vilalta; Raul Mufioz, Ramon Casellas; Ricardo Martinez (CTTC, Spain); Noel
Crespi (Institut Mines-Télécom, France); Nicola Mazzocca; Elisa Maini (Universita degli Studi di Napoli Federico I, Italy)

What LTE Policy Control Features Can Operators Execute to Differentiate Themselves From OTT Players?
Jonathan Hart; Ruth Brown (BT, UK)

S2: WebRTC
Chair: Anders Lundqvist (Oracle Corporation, Sweden)

Catalysing the Success of WebRTC for the Provision of Advanced Multimedia Real-Time Communication Services
Luis Lopez Fernandez; Miguel Paris Diaz; Raul Benitez Mejias (Universidad Rey Juan Carlos, Spain); Francisco Javier Lépez; José Antonio
Santos (Naeva Tec, Spain)

Some WebRTC Opportunities for RCS
Romain Carbou (Orange Labs, France)

Office in the Cloud: Web-based Cloud Platform for Telcos Services
Masafumi Suzuki; Kentaro Shimizu; Shinyo Muto; Naoki Uchida (NTT, Japan)

WebRTC, the Day After
Emmanuel Bertin; Sébastien Cubaud; Stephane Tuffin; Stéphane Cazeaux (Orange Labs, France); Noel Crespi; Maria Victoria Beltran
(Institut Mines-Télécom, France)

S3: Network Transformation using Cloud
Chair: Dan Fahrman (Ericsson, Sweden)

Cloud-enabled NGN Architecture with Discovery of End-to-End QoS Resources
Silvana Greco Polito; Tommaso Nicoletti (Universita degli Studi di Enna Kore, ltaly); Vincenzo Maniscalco (Universita di Palermo, ltaly)

A Topology-Aware Adaptive Deployment Framework for Elastic Applications
Matthias Keller; Manuel Peuster; Christoph Robbert; Holger Karl (University of Paderborn, Germany)

Towards Cross-Industry Information Infrastructure Provisioning - A Resource-Based Perspective
Felix Limbach; Hannes Kuebel; Ruediger Zarnekow (TU Berlin, Germany); Michael Dueser (Telekom Innovation Laboratories, Germany)

Designing Carrier’s Online Storage “Family Cloud” for Enhancing Telecom Home Services
Atsushi Fukayama; Hideaki Ivamoto; Manabu Motegi; Hiroyuki Sato, Hikaru Takenaka, Megumu Tsuchikawa,; Noriyoshi Uchida; Michio
Shimomura; Naoki Uchida (NTT, Japan)

Presentation titles and speakers are provisional and subject to change without notice.

Visit www.icin.co.uk for more information



http://www.icin.biz/




@n UnllockmgValue from the Networks

B2043) Smarter Networks for Smarter Things 15-16 October 2013 o.Italy

S1: Network Functions on the Move
The Virtual Set-Top Box: On the Shift of IPTV Service

Execution, Service & Ul Composition Into the Cloud

Alexandra Mikityuk, TU Berlin
Jean-Pierre Seifert, Security in Telecommunications TU Berlin &

Telekom Innovation Laboratories (T-Labs)
Oliver Friedrich, T-Labs New Media Deutsche Telekom AG

" I (I B TELEKOM INNOVATION LABORATORIES






Agenda

Background

Virtual Set-Top Box

Solution Approaches

Locally vs. Cloud-rendered Ul

Key Challenges

Summary & Outlook
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Current vs. Future STB H

Today: Future Set-Top Box (STB):

*  Proprietary closed content delivery platform *  Playout of every content format, application
«  High cost for set-top box acquisition and and graphically rich TV Uls without
operation performance penalties
*  STB processing constraints * No expensive STB costs (inexpensive HDMI
stick)

* Hardware deployment hassles
* No processing constraints (easy performance

e Limited Ul capabilities _ _ _ TE=
scaling via server based virtualization)

* Unified Ul on every screen

<< = << =

Restricted business options and service innovation Significant cost reduction potential regarding
due to the limited technical capabilities OPEX/CAPEX and flexible service innovation
HTML

Homi
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Virtual Set-Top Box Approach idn

— Ul stream/H.264 V|r‘tua|
................. 1w Set-Top Box

i

i

RC Commands

Target Solution:

Shift of most of STB middleware functionality (browser, ...) to net-based media servers
Ul rendering, service execution and composition is network based

Only H.264 capable decoding device needed for play-out
Remote control command processing in the network

15-16 Oct 2013 > eecution. Serice & Ul Gompostion Ino the Cloud 4





Virtual STB Functionality

EPG*/

,

VoD, LiveTV |

.............................

-

web audio/video

HTML5
Css3

Applications

Decoder

i

H.264/
MPEG-2

Executor

Apps
Updates

CAS,
DRM

Content
Protection

Processing

Trans-
code

Composer
Ul
Video

App
4

Session,
Network

Management

Storage

Renderer

ul
Video

* App

Encoder

nPVR, E
Timeshift i

' STBs, legacy STBs,
Connected TVs

2|

Smartphones

7o

HDMI Sticks,

EPG*: Electronic Program Guide
PVR*: Personal Video Recorder

15-16 Oct 2013

S1: The Virtual Set-Top Box: On the Shift of IPTV Service
Execution, Service & Ul Composition Into the Cloud





Thin vs. Zero Client

Thin-Client Zero-Client (vSTB)
N g

s CEA
W3C

Application Execution

Ul Rendering

% Application Execution
(=

Ul Rendering
Video Decoding
HTML
S

Service Probes

Streaming
RC Commands GELLLL

Streaming

Video Decoding

g Service Probes

*  Browser based client (HTML5) and full *  Browser-less zero client on HDMI stick
Android/ Linux OS on HDMI stick *  No significant client update problems
* Update management problems and costs as «  Main Advantage — significant cost reduction
with a ,traditional” STB or media streaming on device and operations. Access to HTML/
box web based eco-system for innovative
* Main Advantage — available on the market. application and services development
2013 2015 tlme:)

S1: The Virtual Set-Top Box: On the Shift of IPTV Service 6
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vSTB: Solution Approaches 20

Double Stream Single Stream

HTML

~ O
s O
0 O

" S D - 3
Q) c ) =
Qf © o+ ©
< |g E Sl E
o3 g g o g
5 g o + o
o5 o o
o o

* Decoding box with dual DSP * Ul rendering + service composition on the

server
*  GPU virtualization (VM for displays)

* Ul rendering on the server
*  Composition of A/V streaming and Ul in the

STB *  Forwarding of RC commands via http
*  Forwarding of RC commands via http *  Pure decoding box with H.264 decoding
S1: The Virtual Set-Top Box: On the Shift of IPTV Service 7
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Client Stacks: today & future

Thin Client Stack

Browser Based .
Corrmnernnrnnas > GUI Application
Web Server
HTML5, XHTML,
CE-HTML
Operating System/ Drivers

Hardware

Zero Client Stack Execution Engine/ Composition Engine

Framebuffer
Operating System/ Drivers | vCPU/vGPU

Operating System/ Drivers CA/DRM

H4254/MPE§ H.264/MPEG2| CPU/GPU CA/DRM
Hardware

Hardware

15-16 Oct 2013 > ecuiion. Serice 8. Ul Compositon Into the Cloud 8





Seconds

35

25

15

0.5

e, EE__—_—_—_——_————— I e e e T — S b |
L Y I Vendor (7= :
T | ———Li__Component J :
1 L : ' A I
11 i1 I | |
11 Q 11 h —— Live Content I
;H—m-«:— ’ g - !
| IxDSL 11 PR 1| @==t |
I LER
I DSLAM I aGs BRAS | I
I I * LSR 1l :
Home ! !_ Access Network I !_ Metro Network |~ IP Backbone I !_ vSTB T'M'. dleware )
T T TS TR T T T T T e e e - Services -
Overall Latency™: Video Quality*:
_____ a5 s 16
Viax : Max 5 Cloud Execution:
i 1 3 Median ’ — Lo [ VTS acceptable
d | e 6 4 values for
Median -} 25 [ . _/ o Y 4 Overall Latency
Min— 2 8 | 5 and Video
" Median - ConrrDataspread T 4 1+ 3 Quality (MOS
N . Ll 15 - s , Value: Mean
ata sprea aX. ] ..
- Min. 1 —— & , 2 Opinion Score
K/!m_ e Median 1 I Value)
B == 03 wie = ] ! Cloud Execution (vSTB) —— ,
- Local Ex..—3 o Local Ex. —3 - o Local Execution . *Witbe
VSTB EPG Local EPG VSTB VoD Local VoD 0 ‘ ‘ ‘ ‘ 0 Measurements
Navigation Navigation Launch Launch 0 5 10 15 20 25 30
Electronic Programm Guide Scenario Video on Demand Scenario Measurement No.
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Key Challenges

Q..

Open Architecture &
Standards/ Decoupling of
main IPTV system
components

Evaluation of a
compromise between zero
and thin client/ Evaluation
of high performance CPU
and GPU intensive server-

side Ul/UX generation

Service Composition:
enablement and
adaptation of services and
combination of different
services inside the cloud/
Services & Applications
virtualization

Delivery of multiple
Unicast connections into a
single household/ Network

optimization issues

Content protection on
different user devices

QoS /QoE issues

15-16 Oct 2013
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Summary & Outlook

Start 2011

PoC & Test

Implement

Zero + Thin

(- )
T-Labs have started to investigate the vSTB approach on technical and business
dimensions in 2011.

\§ J

~
A feasibility study and lab proof-of-concept resulted in further investigations in
kform of lab trials and network testing under real world conditions )

4 )
The next month will show when, how and where the described approach might
be implemented.

\§ J
The vSTB approach can be combined with ,classical” browser-based solutions
and is therefore also a key candidate for migration scenarios or roll out for

Kspeciﬁc services (e.g. VoD, Apps, ...) )

C

15-16 Oct 2013 > eecution. Serice & Ul Gompostion Ino the Cloud

11





@n UnlockmgValue from the Networks

020137 Smarter Networks for Smarter Things 15-16 October 2013 Venice, Italy

The End

Alexandra Mikityuk

12





vSTB Innovations @

* Re-location of STB functionality to the Cloud

 CPE: standard H.264 decoding, group wide DRM and feedback
channel to the Cloud/vSTB

e Services based on standard Web technologies (HTML5)

* |njection of vSTB = decoupling of main IPTV system
components + openness of all interfaces

* ROI for existing IPTV middleware + easy future exchange of
middleware (not an E2E change )

* Quick and cost-efficient scaling and new services launches via
virtualized vSTB components

15-16 Oct 2013 > eecution. Serice & Ul Gompostion Ino the Cloud 13





Q..

Prototypical HTMLS5 Services

HTML

bersicht

Core Menu | ;App Portal Live TV

15-16 Oct 2013 > eecution. Serice & Ul Gompostion Ino the Cloud 14





Content Protection

Zero Client Stack vSTB Server
VM ~\
Client Application WebGL SVG Service
Canvas Orchestration
. Content .
Session Mgmt HTTP/ UDP Player . Mgmt + Composition
Protection HTMLS Browse
Driver Layer Operating System J 7
Streamer Frame
Hardware Abstraction Layer Buffer
Hardware T I Session
| | Management
Content
Protection )y
i v ¥
OS Virtualize Layer
H.264 vEncoder €= VvGPU y
Host Linux OS (Linux)
e, )
- W Hardware
J
S1: The Virtual Set-Top Box: On the Shift of IPTV Service
15-16 Oct 2013 15
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Bandwidth Consumption

: 1 600
2 ) KRS P REN 5, VO e

_ 500
50 :

T R T Y. T

30 :

§o. of Locatior§

20 i

200
R=0.25; p1=0.8, p2=0.18, p3=0.02 _._\

| R=0.5 \
10 R=0.75 —+—
R=0.25; p1=0.5, p2=0.45, p3=0.05 - ===
| R=0.5
R=0.75 - -+

No. of Locations — e .
0

Lightweight STB Outdoor DSLAM Indoor DSLAM

1 100
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Decoupling

Service Delivery

«—>> Middleware <«— SetiopBox
Platform

Decoupling Decoupling

HDMI Stick
IPTV SDP & vSTB Connected TV
middleware Backend Second Screen

Legacy STB

15-16 Oct 2013
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Technology Trends

HARDWARE

Performance increase of
standard HW (e.g., x86)

Costs reductions of IT
processing and storage
systems

Disaggregation of IT
servers in components

SOFTWARE

Growing availability of
Open Source SW solutions

SW developments of L3-L7
network functions (e.qg.
middle-boxes)... SDN, NFV

Emergence of ecosystems
to develop and customize

™

open source

AN

SMART DEVICES

More and more powerful
Users’ devices (e.g., for
video streaming services)

“Things” with Embedded
communications (e.g. IoT)

Coming solutions for D2D
and M2M communications

15-16 Oct 2013
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Traffic Drivers

Internet video and Web browsing
will drive the market...

Nearly one-third of traffic will
come from TVs, Handsets, and
other non-PC devices by 2016

Common characteristics:

« it will be generated by a few
popular files, accessed in an
asynchronous way;

« demand will have predictable
distributions (what, when and
where will be requested);

« It will delay tolerant, variable
quality, suited for best-effort.

Petabytes per Month 29% CAGR 2011-2016

90,000 M VolP

M Online Gaming
M File Sharing
M Web/Data

22%
23%
45,000 M Internet Video
I I I I .
y

2011 2012 2013 2014 2015 2016

Online gaming and VolIP forecast to be 0.73% of all consumer Internet traffic in 2016.
29% CAGR 2011-2016

120,000 M Non-PC Based Traffic

31%
60,000
69%
22%
78%
0

2011 2012 2013 2014 2015 2016

Petabytes per Month

W PC Based Traffic

Source: Cisco VNI Global Forecast, 2011-2016

G. Caire, The Role of Caching in 5G Wireless Networks , IEEE ICC — Budapest 06-10/13-2013

15-16 Oct 2013
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Paradigms and Indicators

APPLICATION LAYER |

SDN: decoupling SW |

Business Applications

control plane from HW
(data forwarding), and CONTROL LAYER N
moving logic and states to Software
rogrammable controllers.

\ J

INFRASTRUCTURE LAYER

Network Device

Network Device

Software Defined Network

Network Services .

Control Data Plane interface
(e.g., OpenFlow)

Network Device

N FV : V | rt u a I i Z i n g S O m e Classical Network Appliance Approach Independent Software Vendors
network functions that can - - - WA-N | o
run on standard HW, and ' Qi —

that can be moved and
instantiated in various B D

SGSN/GGSN PE Router BRAS Radio Network

\Iocations of the network. Y ,

Fragmented non-commodity hardware.

* Physical install per appliance per site.

* Hardware development large barrier to entry
for new vendors, constraining innovation &

Network Function Virtualization competition.

Standard High Volume Servers
Standard High Volume Storage
B B

Standard High Volume
Ethernet Switches

Network Virtualization Approach

15-16 Oct 2013 Session / Manifesto of Edge ICT Fabric






Paradigms and Indicators

Q..

The Internet of Thing Architecture and Fog Computing

Data Center, Cloud
Hosting loT analytics

Core

IP/IMPLS, Security,
QoS, Multicast

l Thousands |

Dozens of
Thousands

Millions

Network Management

FOG COMPUTING:

extending the Cloud
Computing up to the

Icatnd

edge of the network.

Main characteristics:

« proximity to Users,
 dense distribution;

« support for mobility.

Field Area Network

Smart Things Network Services (and Data)
can be hosted at the
edge, up to Users

{evices. /

Source: Cisco

15-16 Oct 2013
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Paradigms and Indicators

SEARC
AT SEARCH Q f Log In
¥ *e_%

:“.,";.n -f‘»..-,:k Log in
NeE

o - OPEN

Avilils7s Compute Project Specs & Designs  News  Community About Contact

Hacking Conventional Computing Infrastructure

We started a project at Facebook almost two years ago with a pretty big goal: to build one of
the most efficient computing infrastructures at the lowest possible cost. We decided to

honor our hacker roots and challenge convention by custom designing and building our
software, servers and data centers from the ground up - and then sharg these technologie

as they evolve. Emerging

The result is a data center full of vanity free servers which is 38% more Fabric Integration Subsystem Aggregation
expensive to build and run than other state-of-the-art data centers.

* Rack Fabric

« Optical
Interconnects

* Modular refresh

Why Open Hardware?

By releasing Open Compute Project technologies as op
servers and data centers following the model tradition
software projects. That's where you come in.

“"Open Compute Project
is looking to break up
servers’ systems design
into its component

\parts" J | > Higher Density > Higher Utilization inte)

* Pooled
compute

« Shared boot

http://www.opencompute.org/

15-16 Oct 2013 Session / Manifesto of Edge ICT Fabric 6





towards an hyper-connected World @

Liquidity /
credit crunch

Slowing Chinese Economy’
4 Retrenchment
from globalization
Asset price collapse

Global imbalances and /\ F'SC3| crises

currency volatility
Extreme consumer

price volatility ‘Regulatory failures

\ / Illicit trade
\ ¢Corruption\

3 - S P T —4 », Organized crime

Extreme commodlty &

< N
price volatility '\ gconomic disparity \‘ \‘ Global governance failures ~._

/ z ~é~ N\
Y Eragi "\ Online data and

Demographic challenges Fragile states 3
@ / \ Terrorism \_ information security

Extreme energy

price volatility
a N .

Space security

—_——

Infectious g
diseases Migration Geopolitical conflict
Food secunty - \0 . . .
Water securlty ' Weapons of Critical information
’ mass destruction infrastructure
ki
Chronic diseases Threats from i breakdowsi
new technologies
_/ Biodiversity loss
Slmety cjlange Infrastructure fragility
/
Air pollution

Ocean governance
Flooding

Storms and
cyclones

Earthquakes and
volcanic eruptions

Systemic interdependencies of the socio-economic variables of the hyper-connected

world we are living in (credit: World Economic Forum)
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Visions and Biz Models... @

 Hyper-connected World = a “small and complex”
World;

 “Complexity comes at a cost, it’s hard to turn back” (*):

— approaches for pursuing sustainability based on conservation,
pricing and optimization are valid in the short term, then they
are bringing to the collapse;

— Roman Empire was an clear example;

— long-term sustainability depends on solving key problems of
society, but this requires increasing further the complexity;

_ hiit thic will hrino tn a chift Af naradiom

(*) Joseph A. Tainter Human Resource Use: Timing and Implications for Sustainability
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Visions and Biz Models... @ ,

Bla, bla, bla ... Looks really great !
This is the “Vision” ! Now, throw it away...

: 3
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Vision: Edge ICT Fabric @

“Edge ICT Fabric”

 Looks like distributed Data Centers, at the edge;

« It includes the sheer number of processing, storage
and communication resources which are amassing
around Users;

« Pools of VMs are executing dynamically network functions
(L3-L7) and ICT services, as apps, on standard hardware;

- Data are cached locally. /

o

Why this name ?

- “Edge”: part of the network from the aggregation nodes up to the CPE,
machines, Users’ devices and smart things...;

« “Fabric”: a distributed system of loosely coupled storage, networking
and processing functions interconnected by high bandwidth links; ... also
DC network, optimized for “server-to-server connectivity”.

15-16 Oct 2013





Network Scenario @

Other Network
Internet

Data Center(s) C

. _ Core Network (WAN)
“Chaining and Orchestration

of VMs executing Network——> % Migration of Intelligence

Functions and ICT services p

(Global Controller and NBD) Yseryice{Service Service
PoR PoP PoP

AggFégation (Routing, Caching, Processing)

Edge ICT Fabric

A F ; H, xDSL, P2P Fiber, LTE,
(DCs at the Edge ccess (FTTH, x Per

Residential Buginess Cells sites WiFi hotspot

“Clouds of Virtual Machines at the Edge”, IEEE Com. Mag. Future Carriers Networks, July, 2013
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Business Scenario @

- It is about shifting the focus of SDN/NFV “from the
core network to the edge”: because it will cost less
and it will lead to short term revenues;

- Deploying SDN/NFV for core networks would mean:

« a dramatic impact on Operations (0SS, BSS);

« investing upfront and hoping to generate revenues (with
current business models...);

« a change of “culture” and organization in Telcos.

 ...but unleashing the “"power of the edge” would mean
“open innovation” and new business opportunities !

15-16 Oct 2013 Session / Manifesto of Edge ICT Fabric 12





Q..

The “power of the edge”

A Smartphone has 200 Mflops, a PC some tenth of Gflops, a
PlayStation hundreds of Gflops... 2 hundreds of petaflops of
distributed processing capacity “at the edge”;

* Near future Users’ devices having 100 GB of memory: a
density of 5000 people/km? = 500 TB/km? of distributed
storage capacity.

-' ]"7]7‘1"—." e Tl

Ry ™

€dge ICT Fabric

Titan: 18 Petaflops ...a few Petaflops ...hundreds of Petaflops

Flops: floating point operations per second

15-16 Oct 2013 Session / Manifesto of Edge ICT Fabric 13





A shift of paradigm @

“The most profound technologies are those that
disappear. They weave themselves into the fabric of
everyday life until they are indistinguishable from it.”

Marc Weiser

“Any sufficiently advanced
technology 1s indistinguishable
from magic.”

. ‘i BSS8  Arthur C. Clark

15-16 Oct 2013 Session / Paper Title 14





Red Ocean vs. Blue Ocean

This shift of paradigm brings towards a Blue Ocean...

Red Ocean Strategy | Blue Ocean Strategy

Compete in existing market space. Create uncontested market space.
Beat the competition.
Exploit existing demand.

Make the value-cost trade-off.

Align the whole system of a firm’s activities with Align the whole system of a firm’s activities
its strategic choice of differentiation or low cost. in pursuit of differentiation and low cost.

1 5-1 6 OCt 201 3 Session / Paper Title 15





Blue Ocean: Open Source @

Standard Hardware and
Net. Apps

L

Open Source are key enablers !

Closed SW
05€ . Open Source OS
Closed SW (and plug-in)
p
Purpose-built HW Standard HW Standard HW
Closed Equip. Closed Equip. on Open Equip. on
Standard HW Standard HW
Legacy Lowering CAPEX. But OPEX ? Lowering CAPEX and OPEX
(Risk of Vendors’ SW lock-in) Competition on Net Apps.

15-16 Oct 2013 Session / Paper Title 16





Example of Node Prototype - 1

It discovers automatically network
topology and location of all services,
and it compute configurations and
routes. It can migrate VMs.

It collects the
data on the
nodes’ states

/ Global Controller <—> | Network Big Data
(States)
VM VM VM VM VM
e It ac'.cuates., actions e N\
OpenStack configurations OpenStack
[ Nova ] [ Quantum ] [ Nova ] [ Quantum ]
\_ 4 o 4
Local Control Local Control
é (Floodlight) é (Floodlight)
Processing Node > Processing Node -
(standard hw) (standard hw)
\ . J \ \. J
< Packet Forwarding <——> <> Packet Forwarding <—>
\

15-16 Oct 2013 Session / Manifesto of Edge ICT Fabric 17





Example of Node Prototype - 2

Edge Node concept
— Standard HW;
— Open source SW;

— Architecture should be
scalable from Users’
devices, to CPEs up to
aggregation nodes;

— Stateless processing of
network functions (as
apps) by pools VMs;

— Separation stateless part
from stateful part of the
node.

Functions as Apps

(e.g. developed in Open Source SW)

LB

F1

| E—
—
8 M T
o FZ o
w =3
g — 2
) . o
> - 3
O " (7]
(o] [l
- L]

DB

S91eIS

Stateful part of the node

DB with states of
clusters of VMs

____________________________________________________________________

VMs to execute functions

Virtualization (Hypervisor)

Standard Hardware

(stateless processing)

15-16 Oct 2013
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Experimental results

Live move of VMs (executing functions) across the Edge

Algorithms for live moving of a VM S~y
-

—3— 1=08s||

Initialisation —©—:=05s

Pre-copy Total
| ota

migration

Average downtime [seconds]

A 0.07 .
| tume o 1=1.7s
T 0. !
Stop and copy 5 °°6 Tl
Downtime < ﬁ‘ 0.0 1= 0.8s|]
3 I i i I i i © 0.055 ©=0.5s|
1 1.2 1.4 1.6 1.8 2 2.2 £
Finalisation C [pages per Secog 0.05f
J T 0.045
k=
70000 . — . £ o004
44 ~ user :aage: user ::-sge: ot : poge E 0.035F
% 60000 t ¢ m<| vist ".1n|:‘ P - nk *9
z 7™ P ] e 1 S o3t
T 50000 vk ' ll: : -
.g ‘é ] : | :% 0.025}
g i e s 7 27 24 20 23
o : p C [pages per seconds] 10°
T 30000 ) «
3 ) : 8
£ i , ( {)
S 20000 . . .
= | 1 ' Link capacity and page dirty rate of the apps
e ||| 1] | | e dirty e ap
" Lo Lo | are the major factors impacting VMs migration

0 5000 10000 15000 20000 25000 30000 35000 (non_llnear effect on performance)

Elapsed time (seconds)
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Q..

Use Case: the Metaverse

* Long-term sustainability depends on
solving key problems of society, but

Augmentation

gl

this requires increasing further the M Realty interface ) Lco00ns
complexity; Networks

* ICT should disappear into the fabric | »’ dentity |\ Z
daily activities and businesses i \eractiony
should go virtual,

 Socio-economic impacts on: worcs wors
— Education o Lo
— Health care
— Agriculture processes Metaverse is the integration of the
— Industry and Production processes physical and virtual worlds

achievable by creating a fabric of

— |Infotainment
ICT resources around Users.

— E-commerce
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Conclusions @

* Edge ICT Fabric
* Looks like distributed Data Centers at the edge;

* It includes a sheer number of processing, storage and communication
resources which are amassing around Users;

 Pools of VMs executing dynamically network functions (L3-L7) and
ICT services, as apps, on standard hardware;

* Local caching of data.

* Edge ICT Fabric is shifting the focus of SDN/NFV “from the core network to
the edge”
* it will cost less and it will lead to short term revenues;

* Processing and Caching “at the edge” has a great potential in the short term
* it relaxes the constraints on the backhaul (savings);
* it execute services closer to the Users (better performance);

e it creates new biz ecosystems (new revenues).
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LTE - industry background

Global Mobile Data Traffic expected to increase 13 x by 2017

66% CAGR 2012-2017

Radio technologies evolving to provide higher speeds and capacity

— Average global mobile network speed 3.9Mbps by 2017

Exabytes per Month

Global System for General Packet ~ Enhanced Data-rates
Mobile Radio Service _ for GSM Evolution Z8e8
AN 2 1.6 EB
= ZG GSM  GPRS EDGE 2.9E0
(2" Generation) / -
Channel: 200 kHz/8 n*200 kHz/8 n*200 kHz/8 2012 2013 2014 2015 2016 2017
Typical Data Rate: 10 kbit/s 40 kbit/s 100 kbit/s

Release 99 High Speed Enhanced
Packet Access HSPA

3G

(39 Generation)

a0 icen ) SD LTE provides higher spectral efficiency and new spectrum available

Channel: 5 MHz 5 MHz 5 MHz

Typical Data Rate: 384 kbit/s 1-2 Mbit/s* 1- 3 Mbit/s Aggregate bandwidth of 150Mbps per Ce”

Long Term
Evolution

4G

(4" Generation)
Channel: Up to 20 MHz \ More on this
Typical Data Rate: 2- 12 Mbit/s [ later...

443 operators in 130 countries are investing in LTE
U 391 commercial network commitments in 120 countries
0 52 pre-commitme ials in 10 more countries

+Ofcom: Measuring Mobile Eroadband in the UK - May 2011

“GSA confirms 200 LTE networks are commercially launched
in 76 countries” — GSA August 2013

8 o o
s QP E . ' -
‘ 1 N\ @ \
P : '
GSA forecasts 260 y . ¥
commercial LTE { .
networks in 93
countries by end 2013
W Countries with commercial LTE service: B LS /)

Countries with LTE trial systems (pre-commitment)

Ofcom granted preliminary approval for EE to reuse their 1800 MHz launching 30th October 2012

02 and Vodafone launched in the UK on 29t August 2013






Mobile Core Network Evolution

 Core mobile networks are evolving to a new architecture — the Evolved Packet Core
(EPC)

« EPC- flat all-IP architecture providing better support for large amounts of data traffic

Network Functions on the Move / What LTE Policy Control Features can Operators execute to
15-16 Oct 2013 differentiate themselves from OTT Players?





Evolution & Key Drivers for Policy Control @ J

2/3G networks 4G networks

Limited mobile data traffic demand “Mobile Data Tsunami”

Increasing pressure from OTT providers on

Key revenue sources under full MNO control
MNOs

2/3G data access latency & delay Latency and delay improvements on LTE

Limited device capability Device capabilities rapidly evolving

Real-time traffic handled separately All traffic carried over the data (shared)
end-to-end access

Limited need for Policy Control Gradually increasing need for
in 2/3G (mostly charging) Policy Control in 4G

Network Functions on the Move / What LTE Policy Control Features can Operators execute to
15-16 Oct 2013 differentiate themselves from OTT Players?





Policy Control Enabled Services

an

Consumer

Fair Usage

Bill Shock Prevention
Turbo Boost

Time of Day
Bundling of Popular
Services

QoS Enabled Gaming

Business

Employee Data Plans
Bring Your Own
Device To Work

QoS Enabled HD
Voice/ Video
Conferencing
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Evolved Packet Core Architecture — functional elements @

£

Subscriber data
repository, authentication

L

Subscriber Profile &
Authentication

Sp / Diameter

Rx / Diameter

(

S/PGW selection,
handover, roaming.

L

Mobility Mgmt]

S11/eGTP

Policy Control Decision

r

Base
Station .

\

g J

T
1

Policing and
Accounting

Online and Offline

S1 - MME / NAS

Gx / Diameter

,-’Gy/Gz | Diameter

Charging

S1U /GTP-U

User Data Traffic anchor
point, routing and policy
enforcement

—

Data plane

=== Data
--=- Signalling

15-16 Oct 2013
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Key LTE QoS parameters

7\,
PDN . aximum Bit /[ ¥Guaranteed Bit
. Dedicated GBR Bearer " o .
session __\|Rate (MBR)" s Rate (minimum)
*In 3GPP Rel8
() A GBR=MBR
= rers 1\
Aggregate Maximum Bit Rate
S }Service Data Flows

earer ) v

EPC core

» Bearers QoS parameters:
— Quality of Service Class Indicator (QCl)
— Allocation and Retention Priority (ARP)

e Service Data Flow Filters
— Uplink (UL), Downlink (DL) or both.
— Match on IP address, port number, protocols e.g. UDP, HTTP, etc.

Network Functions on the Move / What LTE Policy Control Features can Operators execute to
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Excessive Usage Example

* A user who has a contract specifying a data allowance of 40 Mbytes per
month.

* Defining how a user can consume their data allowance with a fine level of
granularity & control.

Net Meter =
L I oo L T
o Month.,.‘l ................... 1 e e e, Month 2 Technology evaluation
o 5‘4Mb‘ e I I—— E— RE—— - 4‘Mb‘p" work at BT Adastral Park
T R mdoml s b b e e ]
R T — o e T — —

B 11T 11— o o o o o
smmopsy - (IHAHEHERERHIHOINERHNNE et e oo oo oo
BRI 1] e— —— —— —— ——— -
o e e e
2sambpst - (IHAHAHEERHIHNENERHNNG - s s s b b
DONEE ||| — Po——" S T— — -
e 1| 2Mbps; —— — —
a4 mbpst -~ A T (PoCOE LT oCosECo e oot Soeostcoey
wneses [IHHERHHHEEEHBARRHRHHHIHHHHOSH O S T ——
wsmees  [I(NHERHHEHHEHHBARTRHRHHITHHHSHHOn G, oo oo R —
seeeest AR AR (A (e (e (A (R (A (AR (R A AR A At P 1Mbps =
101 mbps7 - -~ (HEHHHHTHE TR e teutmtimmmaauduliatieuantniililn 8
779.0kbps{ -

547.0 kbps{ - -

3149kbps{ -~ -

QMB _A_!!!:'_; Down: 4.25 mbps Up: 30.8 kbps

(Bandwidth used)

Network Functions on the Move / What LTE Policy Control Features can Operators execute to
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Future of Policy Control/ Opportunities for Operators @

Quality of Experience Event Driven Polic

Focused Quality of Experience as a
key service differentiator

Targeting Services to

the Individual

4
h

Service Upsell

Consistency of Policy across different
access mechanisms

Policy Events triggered by a User’s

Sophisticated Tcation

charging by LTE
Operator

Location Based Polic

Multi-Access
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Real Time Communications

Global opportunity for video enabled RTC
services and technologies

Conversational Video market size

16

14

12

10

w
S 3 = World
& 6 i Europe
4
2
0
2014 2015 2016 2017
*Global Industry Analysts Inc.
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RTC Video Services: Problem | @

Fragmentation of services

WebRTC / Catalysing the Success of WebRTC for the Provision 4
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RTC Video Services: Problem Il @

Mass market Specific purpose Who cares of the immense
video-conferencing  video-conferencing minority?

Number of users

A Google+

Hangout

2
4
'R

LifeSize

RTC applications and services

WebRTC / Catalysing the Success of WebRTC for the Provision
15'1 6 OCt 201 3 of Advanced Multimedia Real-Time Communication Services 5





Q..

Disrupting the RTC market

e Framework, protocol and API that provide real-time voice, video and data in
web browsers and other applications (by Salvatore Loreto)

e Capabilities are exposed to web developers in an abstract manner and adapting
to HTML5 philosophy

e Basing on standards: WebRTC Working Group of the W3C for JavaScript APIs

e Technological capabilities enabling RTC on web browsers: Codecs, NAT
traversal, security, transports, etc.

e Basing on standards: RTCWeb Working Group of the IETF for protocols

WebRTC / Catalysing the Success of WebRTC for the Provision
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Part Il: WebRTC lacks & trends

* P2P RTC between compatible browsers, but beyond that ... there be dragons

* No standardized mechanism for supporting group communications
* Only solutions based on simple “room” models (no push)

* No standardized WebRTC media gateway/middleware
e Limited interoperability capabilities

* Media recording, media playing ... are they possible beyond the client?
e Future Internet capabilities: Computer Vision, Augmented Reality ... huge integration
efforts

WebRTC / Catalysing the Success of WebRTC for the Provision
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WebRTC risk: again fragmentation @

Services are
growing as

isolated : .. :
“cloud” islands - Provide group communications and recording but

Tokbox, Lynckia, Crocodile, Bistri, ...

WebRTC does SIP, XMPP, REST, ...

not standardize
a signaling

plane ... no simple ways of making them to interoperate
Commercial Microsoft is pushing alternative standards ...
pressures

... what about telcos?
Legacy

. Flash, silverlight ...
technologies

... a fraction of browsers only support those

WebRTC / Catalysing the Success of WebRTC for the Provision
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Part Ill: Defeating fragmentation and
catalyzing the long tail

e Open standards
e Open source

e Developers are the cornerstone of successful long-tail services
* No more RTC development nightmare

¢ WebRTC fragmentation is coming from the network side of the service
* Need to consider “rare” network side services ... loT, CV, AR

e Don’t impose a specific signaling plane
e ... but make really simple to base applications on a given (standard) one
e .. but make simple to interoperate different signaling schemes

WebRTC / Catalysing the Success of WebRTC for the Provision
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Kurento architecture

Media
Repository

SOAP Signaling

IMS Signaling
HTTP traffic

] RESTful Signaling
lava EE capabilities

Server side signaling plane

Element

Encode

Media Session (signaling) |

Media message bus . . Events
Media Session (media plane)
Kurento Media Server

Kurento Signaling Server — Java EE fully compliant

15-16 Oct 2013





Kurento App. Server

\ l Media stream

Kurento Media Server

Based on JBoss
Java EE

microcontainer

APIs are
created on top
of it

All Java EE capabilities are available (long tail)

Provides built-in signaling APIs (SIP&HTTP Servlets)

App. developers only interact with the AS

Fast development based on well-known Java technologies

Seamless
WWW & IMS
integration

Open Source

JBoss & Spring WWW development capabilities available
Mobicents extensions (Diameter, SS7 GW) for IMS/Telco
LGPL

Very active community

15-16 Oct 2013
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I £
Kurento Media Server} l

b i 2%

l

l

l

I Media application (App. logic)

I- eee E— ‘ Kurento Signaling Server — Java EE fully compliant
Base on Support for the most popular codecs and formats
GStreamer  support for common RTC transports
Fully App. developers are not in contact with it
abstracted |ow level complexities are abstracted
Proxies Media capabilities are controlled through proxies in the AS
and RPCs Thrift RPCs are used for controlling the MS from the AS
Open LGPL
Source Very active community

15-16 Oct 2013
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A WWW inspired API

HTTP request: Signaling request:
| want this resource | want this media

Create Media
Media API

Create HTML
DDBB access
Transactions
Security tools
Etc.

DDBB access
Transactions
Security tools
Etc.

HTTP response: ignaling response

<€ The resource The media is here
Intuition behind a Intuition behind Kurento
traditional WWW development
application APls

WebRTC / Catalysing the Success of WebRTC for the Provision
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Part IV: Core Media API concepts ﬁ

® Media Element
Provides a specific media functionality
> Building block
> Send/receive media
> Process media
> Transform media

The Media API provides a toolbox of
media elements ready to be used.

New media elements can be added

Media Element

® Media pipeline

Chain of media elements implementing
the desired media logic.

The Media API provides the capability of

creatin

g media pipelines by joining media

elements of the toolbox

File Source

Vorbis-decoder Audio-sink

Ogg-demuxer

WebRTC / Catalysing the Success of WebRTC for the Provision
15-16 Oct 2013 o
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WebRTC integration

Kurento Media Server

Gstreamer media pipeline

Processing media elements

WebRTC
Bin
- oo | RTP/RTCP stream

RTP/RTCP stream

WebRTC
media streams
from/to network

WebRTC / Catalysing the Success of WebRTC for the Provision
15-16 Oct 2013 yong
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Media pipelines

External systems
and databases

Servlet Servlet services

Specific application logic

Decode Augmented Video Playing Computer Encode
Video Reality and Recording Vision Video

Kurento Media Server Infrastructure

WebRTC / Catalysing the Success of WebRTC for the Provision
15-16 Oct 2013 o
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Part V: Developing for WebRTC

e No differences with common WebRTC applications

e ... PeerConnection

... Media Stream

... Data Channel

e Server infrastructure is just another WebRTC end-point.

e Powerful logic available at the application sever
e Database integration, JMS, SIP Servlet, REST, SOAP, JCR, etc.
e App. Logic defines and instantiates the media pipeline in real time
e Inspired on JSR 309
e Developer instantiates the desired media elements
e Developer “connects” media elements in the way she likes
e What happens to media formats through the pipeline? Agnostic media

WebRTC / Catalysing the Success of WebRTC for the Provision
15-16 Oct 2013 o
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WebRtcMediaService example idn

@WebRtcMediaService(name = "MyWebRtcService", path = "/pathToService")
public class MyWebRtcService implements WebRtcMediaHandler {

public void onMediaRequest(WebRtcMediaRequest request) {
MediaPipelineFactory mpf = request.getMediaPipelineFactory();
MediaPipeline mp = mpf.createMediaPipeline();

JackVaderFilter filter = mp.createFilter(JackVaderFilter.class);

RecorderEndPoint recorder = mp.createRecorder("file:///myFile.webm");
connect(filter, recorder)

HttpEndPoint httpEndPoint = mp.createHttpEndPoint();
connect(filter, httpEndPoint);

request.startMedia(filter, filter);

}
To file Media Media
Source
RecorderEndPoint
To
""""""" Network

Video .
tag or rom
CI%N """""" network

HttpEndPoint |
JackVaderFilter WebRtcEndPoint





Media element toolbox

* Transport
— WebRtcEndPoint
— RtpEndPoint
— HttpEndPoint
* Repository
— PlayereEndPoint
— RecorderEndPoint
*  Group communications
— MainMixer
—  GridMixer
— RoundRobinMixer
*  Filters
— FaceRecognitionFilter (events)
— JackVaderfFilter
— ZBarFilter (QR/Barcode detector with events)
— PlateRecognitionFilter (events)
— CDVAMotionDetectorFilter (events)
— CDVAObjectRecognitionFilter (events)
— SubtitleFilter
— ColorTrackingFilter (events)
* Andgrowing ...

WebRTC / Catalysing the Success of WebRTC for the Provision
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Part VI: Future of Kurento

e Kurento has been selected by the European Commission for providing SEVENTH FRAMEWORK
multimedia capabilities to FI-WARE: the most important R&D project in
Europe in the FI-PPP arena. %

e http://www.fi-ware.eu ' s

* ek

European
Commission

e Cloud infrastructure for FI-WARE open to developers

* More than 800K€ in awards for developers

A\
* More than 100M€ in funding for SMEs start-ups and entrepreneurs (Q \/’3 ﬁ -ware
e http://www.fi-ware.eu/lab/ N4

| FUTURE
* LGPL released (https://github.com/kurento) v IPIBI}IERNET
e www.kurento.org
15-16 Oct 2013 WebRTC / Catalysing the Success of WebRTC for the Provision 20
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Some WebRTC Opportunities for RCS
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RCS context @

 RCS = standardized mobile technology for rich
communications, centered around messaging
as a response to over-the-top competition

— Based on SIP/IMS + MSRP (HTTP introduced)
— GSMA-driven standardization
— Group Chat, File Sharing, Rich Call as core features

* Customer-face branding = ‘joyn’ (ioyn
* Numerous native devices (Sony, HTC, Samsung)
* Ongoing deployments (Europe, US, Asia)

15-16 Oct 2013 Session 2 / Some WebRTC Opportunities for RCS 2





WebRTC / RCS quick comparison @

WebRTC ‘:

RCS (foyn

nature

WebRTC is a technology!

RCS is a service!

current/target footprint

native in web browsers

native in smartphones,
downloadable application

stakeholders

mostly software companies

mostly MNO and vendors

key features

audio and video sharing,
file sharing, generic data
channel (virtually any usage)

audio and video sharing,
file sharing, group chat, vCard
exchange, rich call

call management, signaling

dedicated JavaScript app

SIP/IMS (standardized)

API

WebRTC is programmable!

terminal APl (Android),
UNI/B2B API (network-side)

15-16 Oct 2013

Session 2 / Some WebRTC Opportunities for RCS






Roadmap @ ,

RCS 5.1 version 4 and RCS 6.0 (Q4 2013, 2014)
will constitute the referential documents for
future releases of the joyn service:

— ‘Crane’ (12/2013) UX fixes, central message store
— ‘Dove’ (2014) Advanced multi-device

UNI/B2B API roadmap constrained only by joyn
regional deployments, not by technology.

Terminal APl Android ongoing standardization.

WebRTC browsers increase footprint steadily.

15-16 Oct 2013 Session 2 / Some WebRTC Opportunities for RCS 4





Operator-centric continuity @ 1

* Generic use case: Offer the joyn experience to a

mobi

— MO

e subscriber from a web environment.

oile identity used for authentication

— We

any WebRTC browser

f.‘_‘ \/ WebRTC
ﬂ\” e front end
Internet :

user A

RCS UNI%API

v o
joyn' terminal A emulator

<

ORTC + RCS UNI API as key enablers

MNO

RCS

joyn' terminal B

 Mid-term: RCS mobile app continuity on the
web? (i.e. terminal APl portability on WebRTC)

15-16 Oct 2013
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Web-centric continuity @

e Generic use case: A customer service (e.g. CRM)
is reachable by mobile end-users using joyn.

— B2B2C model to be proposed by MNO to 3™ parties
— requires an RCS B2B API (a.k.a ‘Wholesale API’)

any WebRTC workstation

o
@ ) 3rd party fwelic)RT((:j MNO
intranet + ron- N1 pes B2B AP | > &%
CRM core 1 RCS
l joyn end-user
agents joyn'corporate number

e Usages to foster, wherever RCS ensures greater
reachability (‘always on’, compared to

1 5-br@wg@r) , Session 2/ Some WebRTC Opportunities for RCS 6





Short-term challenges @ 1

e Standardization + deployment of the Network
Address Book as an enabler of multi-device
experience and mobile social networking.

joyn

local ddre557 book joyn network-address book

 Other challenges: all RCS features multi-user,
RCS API deployment, IMS optimization.

15-16 Oct 2013 Session 2 / Some WebRTC Opportunities for RCS 7





Beyond

 Two parallel assumptions:

— WebRTC is renewing the experience of web-based
social media (native in-browser sharing features).

— RCS (+ RCS NAB) = building block of a virtually
worldwide decentralized mobile media.

the
le logo on my laptop? http://twit
¢ Jay a 3 Se ve Twitte nt - Like - via
I ollow @jrue [] [] ]
var does this mean the chances of the ;
g... then crashing highly likely?
© i "
J you hold down the
i rhead to reboot

...oris it a group chat?

15-16 Oct 2013 Session 2 / Some WebRTC Opportunities for RCS 8





Conclusion @

 Beyond natural threats and opportunities for
operators, WebRTC prepares a revolution in the
user experience that will bolster new rich social

media on the web.

* The mobile ecosystem has an opportunity to
build a similar experience, large-scale, native,
and interoperable with the web ecosystem
thanks to the WebRTC + RCS tandem.

e ...in other words, a Facebook of operators.

15-16 Oct 2013 Session 2 / Some WebRTC Opportunities for RCS 9





 “An idea that is not dangerous is unworthy of
being called an idea at all” (Oscar Wilde).

15-16 Oct 2013 Session 2 / Some WebRTC Opportunities for RCS 10
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S2: WebRTC
Office in the Cloud: Web-based

Cloud Platform for Telcos Services
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Outline

Introduction

— HTML5 impact on Telcos
— Related Work: Office on Demand

Proposed Platform

— Concept

— Platform & Architecture

— Demo Applications

Quality Evaluation

Summary

15-16 Oct 2013
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HTML5 impact on Telcos @

* Independent from OS and machines
 Ability to realize similar native-applications
* Enabling browser based RTC

1. Possibility to restructure current OTT driven App/Contents markets

2. New business opportunity using its scale merit of “One-source-multi-devices”
nature

3. Providing novel-UX services combining with RTC and Web

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services
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Related Work: Office on Demand @

Office on Demand(0OoC) solves Small and Medium Business(SMB) user’s desire
B OoD is a FTTO-based conventional FMC cloud service for SMB users.

B OoD provides CaaS(Communication as a Service), SaaS, and CaaS + SaaS.

CaasS

* Hosted PBX
* Teleconf. IVR

Market Place )
f * Call & Schedule

* UC, etc.

* Office & Business Apps
* Internet mail and Web

~

* To be able to prepare an ICT infrastructure
quickly

* To use network services without the need for
complex settings like network route settings
* Lower costs for communication services )

15-16 Oct 2013 S2:WebRTC/Office in the Cloud: Web-based

Cloud Platform for Telcos Services 4





Office in the Cloud(OiC) Concept i

OiC makes services available anywhere and without requiring any specific device
B OiCis a HTML5 based novel service which establishes a virtual office in the cloud

B All office staffs work together virtually using any HTML5 browser equipped devices
from remote (i.e., nomadic working).

Any Network
(Public Wi-Fi / NGN / LTE / etc...)
|

g

Out/Away Park Hotel Home

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services
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OiC Concept Movie (2min 15sec)

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services

15-16 Oct 2013










OiC Platform @

OiC is the web-application platform based on OOD Architecture.

m The most difference of parent OOD Prototype is that applications on
OiC platform running on browser only.

m The OiC platform enable developers to deploy “Real-time web
applications” they developed to Telco’s cloud; it's powered by
node.js.

m We use WebRTC for realization of the essence of OOD Architecture

to combine SaaS with Caas.

Web < RTC

15_16 OCt 2013 S2:WebRTC/Office in the Cloud: Web-based 8
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OiC Screen: Dashboard

|
© O O /¢ webres x D

C' [ udn00.hil.ntt.co.jp:3000/top Q¢ Bt =

Bob

bob@Ilab.ntt.co.jp
Online

«

Member List Video Call
RRORA

Offline

RRORB

Offline

BIFEOR A

Offline

BSFEOR B

Offline

Ll

Alice

Online

Copyright @ 2013 NTT Service Evolution Laboratories
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OiC Screen: Application List

P

A
® O O /. webres x

&« C'  [Y udn00.hil.ntt.co.jp:3000/appList Q <yl B!

~
N
-
FileShare Whiteboard PDF Share Conference

s

Sound Recorder DisplayLinker

Copyright © 2013 NTT Service Evolution Laboratories
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Architecture

_Office in the Cloud J}

il

Provisioning Portal Web App Execution Middleware (Node.js)

Ve

Marketplace

HTTP GET / Socket.io

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services
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Application Execution Sequence @

1. Request Login Page (HTTP GET) >
2. Authentication Application
At n ABG on P2 Download (200 OK)
3. Input ID & PW >
4. Login (HTTP POST) >
< 5. 200 OK
ﬁ_ 6. Session Established >
7. REDIRECT N )
8. GET Application List (HTTP POST) >
9. Application List
Application List < Download (200 OK)
10. Choose an Application >
11. HTTP GET Request >

Application

12. Client Application
< Download (200 OK)

Client Application

10. Create Socket.io Connection Request

11. Generate session associated C
socket.io connection

% 7 Sockeil nEsiablshed

aAWAl

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services
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Demo Applications Examples @

m SaaS Demo
1. File Share Application w/ WebRTC
2. Whiteboard Application w/ WebRTC

m CaaS Demo

1. WebRTC-SIP Interworking Conference
Application

2. Extension Telephone Application

Office in the Cloud

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services

15-16 Oct 2013 13





Demo Applications Examples C@_

m CaaS Demo

1. WebRTC-SIP Interworking Conference
Application

2. Extension Telephone Application

Office in the Cloud

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services

15-16 Oct 2013 14





WebRTC-SIP Interworking Conference @m

m There are the conference application server that have both SIP and
WebRTC capability in the cloud.

m When a browser or SIP terminal can connect to this server, there can
start conference mutual immediately.

OiC offer it as
“backend services”
to developers.

ROAP Signaling

Application

1

Browser SIP Phone

15_16 OCt 2013 S2:WebRTC/Office in the Cloud: Web-based 15
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Extension Telephone App @m

m This application enable browser to be a telephone belonging to the
hosted-PBX in the cloud.

m This hosted PBX provides outbound call services.

OiC offer it as
“backend services”
to developers.

PSTN

SIP o/ ws

Signaling Hosted
oste

PBX

1

Browser PSTN Phone

S2:WebRTC/Office in the Cloud: Web-based
Cloud Platform for Telcos Services

15-16 Oct 2013 16





Quallty Evaluation (pre-examination) @

The test as a less than complete basic test to make sure there are a
possibility of providing WebRTC-based services.

m degree of the latency of the sound

m frequency of occurrence of sound interruption
— it have been omitted in slides since it did not occur

S2:WebRTC/Office in the Cloud: Web-based
15-16 OCt 2013 Cloud Platform for Telcos Services 17





WebRTC vs. SIP Softphone @

m |n the case of browser, the result is came out the about half times of
softphone; is it cause that WebRTC is the P2P architecture?

m WebRTC have sound fluctuation problem; it seems to depend on
current implementation of the browser.

Delay Time (ms)
No Browser asterisk and SIP softphone
(WebRTC P2P) (media server termination)
1 147 A 238
2 139 — 238
>
3 122.5 @® 238
™
4 126 Y 238
-
5 128.5 ® 238
—
6 123 c 238
(@]
—t
7 135.5 c 238
o
8 132.5 o 238
9 141 > 238
10 147 v 238
Average 132.8 238

18
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WebRTC-SIP Interworking Conference Application(15p.) test @

In the case of this application on two calls only, it is similar structure of to call SIP
phone.

The issue for practical is performance improvement because influence of the load
appeared on only 40 call load.

Delay Time (ms)

No asterisk and SIP softphone WebR(E(é;/\l/I/ oPan(zl';otype VY;?;E ZIVO/ Cparlﬁg?g;e
1 238 307.5 331.5

2 238 313.5 317.5

3 238 306 323.5

4 238 299 329.5

5 238 305 315.5

6 238 322 321.5

7 238 319 327.5

8 238 305 333.5

9 238 311.5 319

10 238 326 319

Average 238 311.45 323.8 -

S2:WebRTC/Office in the Cloud: Web-based

15-16 OCt 2013 Cloud Platform for Telcos Services 19





Summary and Further Works @

m OiCis novel web application platform based on OOD architecture.
— 0OiC enable web browser to execute Saa$S + CaaS for SMB user using WebRTC.
— Developers become to be able to deploy their web applications to Telcos cloud
by OiC.
m The evaluation has proved prototype systems using WebRTC have
possibility of to realize real-time communication services.
— The fact of our prototype system have sufficient possibility has be shown.

— The implementation of web browser has seemed to affect the performance of
WebRTC strongly; it is very uncontrollable to Telco.

m Further works
— Security consideration
— Carrier grade services

15_16 OCt 2013 S2:WebRTC/Office in the Cloud: Web-based 20
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Sending Receiving
terminal terminal

Network path
-------- Sound path

Media Path

iy 1
. < .............

’ Stereo
output input

Measurement
terminal

S2:WebRTC/Office in the Cloud: Web-based
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Agenda @

* Cloud provisioning scenario and motivation for
joint discovery of computing/networking
resources

* Quick overview of the:
— Next Generation Network (NGN) architecture
— Path Computation Element (PCE) framework

e Contribution: the cloud-enabled NGN architecture

e Performance and conclusion

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 2
to-End QoS Resources





L

Paper objective @
BN 2

Cloud
domain A,

g

SR

Network Network
domain E domain F

Multi-cloud, multi-
domain scenario:

Availability of multiple
alternative resources

User access
network

 Cloud architecture for:

— Joint discovery of QoS computing and networking resources

— Provisioning of cloud services based on QoS features of both
computing and networking resources

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 3
to-End QoS Resources





Motivation

Example:

-Cloud C has the best
computing resources

Network
domain F

-Network F cannot provide
QoS delivery

User access

domain B, network

e What if Cloud A has to rent resources to scale out its infrastructure?
e |tis better to use resources of cloud B delivered through network E

Conclusion: QoS cloud services need joint discovery of
computing/network resources with QoS

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 4
to-End QoS Resources





The Next Generation Network (NGN)
architecture

2 Application1 | . ..... Application n
IS(\ /3% application layer
A
v ¥
user
or other 1S IMS core J
NGN system < - control layer
! / Diameter
T Transport )
functions transport layer
NGN system

e IMS (IP multimedia subsystem) to: ¢ Transport layer functions to:

— Register with applications — Provide connectivity to deliver

. L the application service
— Activate applications

— Interact with remote NGN systems





The Next Generation Network (NGN)
architecture

2 Application1 | . ..... Application n
IS(\ /3% application layer
A
v 4
user
or other 1S IMS core J
NGN system < - control layer
Il / Diameter
T Transport )
functions transport layer
NGN system

Internal Interfaces:

* The SIP (Session Initiation Protocol) for the IP multimedia Subsystem
Service Control (ISC) Interface

 Diameter applications to communicate with transport functions





The Path Computation Element (PCE) @
framework

Objective: computation of the optimal intra and inter-domain paths
satisfying a set of QoS constraint

(2)Path computation Req

(1)Path computation Rqu)

UL

mel [T
@)

rm P
>
== T

< (3) Resp.: {P. } =

(4) Resp.: {Pg | | P¢}

(5) Computed

path A
Pall Pyl ';W\ /\(-k/'\/‘\\ K«WP\\
——— e =
/N i

[1 //- % .:. v:“ ..:., q / P \ ..:.. T~ ..:.. "
IR e

o-'-o 4

->

network domain C

network domain B

etwork domajn A
source destin;tion
* PCE servers to compute intra and inter-domain paths
Network Transformation using Cloud .

Cloud-enabled NGN Architecture with Discovery of End-
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Cloud enabled NGN architecture @

4/’7{ Application} ....{Application
1 n
f application layer
user —
or other > IMS core
NGN
SR T control layer
A v
T Transport
functions
transport layer

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 8
to-End QoS Resources





Cloud enabled NGN architecture

4/’7[ Application J e [Application
1 n

application layer

user
or other |e—> HSS IMS core
NGN

~

Transport
functions

system control layer
<€—> S|P interfaces

<€—> Diameter interface

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 9
to-End QoS Resources





Handling users’ cloud service requests
(1)

_—

N/

cloud
end user

<=

I

1

Application} {Application

n

application layer [

I

control layer

—>

Transport
functions

5

ransport layer

@ User’s cloud service request

Request/response for discovery of
computing resources

Request/response for discovery
of networking resources

@Service composition and selection





Local and remote discovery of @
computing resources

e Each cloud has local DBs with information about
real-time state of local computing resources

* The cloud control sub-system can:
— Look for resources in the local DB

— send discovery requests to control sub-systems of
remote clouds if resources have to be rent

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- "
to-End QoS Resources





Parallel discovery toward multiple
remote clouds _—

Q..

Destination
cloud a

Network
B

Source cIo
user broker m

Destination
cloud c

Destination
cloud b

I PCE server
. Server with cloud enabled NGN architecture

 Computing and network discovery toward each destination cloud
 Composition of multiple services and selection of the best one

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 12
to-End QoS Resources





Resource discovery signaling @

Three main steps:

1. Offline registration of the source with the
remote entity (destination cloud) for discovery
of computing resources

2. Online dynamic discovery of computing
resources

3. Online dynamic discovery of network resources

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 13
to-End QoS Resources





Step 1: Offline Registration -- with @
IMS signaling

———————————————————————————————————————

; loud control IS /HSS
__Subsystem }

R Sourge cloud,

————————————————————————————————————————

IMS/HSS | Cloud control
| i subsystem
- 1

Destination c¢loud

REGISTER: |REGISTER: N
-resource -resource
?;é%?;/ery ID discovery ID | Cloud subsystem location through ICSI
|CSI
( ) REGISTER
>
200 OK
source domain registration with ICSI in HSS
| 2000k 200 OK
15-16 OCE 2013 Cloudensbled Mo wnehmteemure miin Dot ns of fnd- K

to-End QoS Resources





Step 2: Online discovery of computing @
resources -- with IMS signaling

IMS/HSS Cloud control
| '\ Ssubsystem

———————————————————————————————————————

; loud control IMS /HSSE
__Subsystem i 5

Destination ¢loud

T LE: o INVITE: i\
:reso;Jrce -ICSI; registration verification and control
. -resource module location through ICSI

discovery request discovery request NVITE. 1GSI
-resource discovery
request

resource lookup

; 200 OK:

200 OK: 200 OK: -resource discovery

<€ - -resource discovery response

-resource discovery

response
response P






Step 3: Online Discovery of network @

re

sources

Cloud
discovery

DIAMETER

>
Network discovery

request

{ Enbanced
| PCE |

-- with Diameter and PCE

PCE: Computation

DIAMETER

request for network
discovery

<PCE: computation

response

Network discovery

response

S PCE: Computation

request Tor network
discovery

.(PCE: computation

response

16
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The Diameter interface: the Diameter
QoS path discovery application

Diameter Attribute Value Pairs and PCE objects

AVP Attribute Name Corresponding PCE object
e A novel Diameter Path-Source End-points
application with AVPs to (Source of the PCE path)
- : Include Route Object (IRO)
map in PCE objects Path-Target (List of domains to cross)

(target addresses with nodes Explicit Route Object (ERO)
: or domains along one or more -
» Implemented with Open g (Set of available paths)

paths) .
Path-Parameters Request parameters (RP)
(Path priority, etch. )
QoS-Attributes Bandwidth, Metric

(Path constraints per target) Load-Balancing, End-Points

Discovery-Failure PCEP-Error, No-Path,
Notification, Destinations

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 17

to-End QoS Resources





Performance: effect of parallel path @
discovery on the PCE servers

PCE Requests |/ s

PCE Requests |/ s

18
16
14
12
10

10 —
8

6

-ll-1 PCE Request per service

-4 2 PCE Requests per service
-¥- 5 PCE Requests per service

7 8 9 10

Cloud Domains

11 12

13

14

-1 PCE Request per service
2 PCE Requests per service
-¥- 5 PCE Requests per service

—E

—y
4 \
+ —‘¥
2 B - —
— 0 — — — |
0
100 120 140 160 180 200

Number of domains

NSFNET:

-increasing number of clouds
attached to the network
-looking for QoS paths toward
1,2 and 5 destination clouds

Internet-like networks:

-increasing number of domains
-50 clouds

-looking for QoS paths toward
1,2 and 5 destination clouds

18





Contribution and conclusion @

* We have designed an architecture for:
— Automatic discovery of computing and networking resources

— Composition of cloud services based on QoS of both computing
and networking resources

 |tis an extension of the well known NGN architecture and makes use
of the existing IMS and PCE for discovery of computing and
networking resource, respectively

* We have implemented the Diameter interface to control PCE and
verified scalability on the PCE systems

* In our future work we will use Open Diamter, PCE Emulator and Open
IMS to build a test bed for further testing

Network Transformation using Cloud
15-16 Oct 2013 Cloud-enabled NGN Architecture with Discovery of End- 19
to-End QoS Resources
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Scenario

* Network with data centres, users

* Requests are served at different &
sides \

SN2
@

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications 2





Scenario

* Network with data centres, users

* Requests are served at different &
sides

Network Transformation Using Cloud
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Scenario

* Network with data centres, users

* Requests are served at different 5
sides

* Benefits: Costs, Latency, ...

* Load changes over times
=>» need to successively adapt

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications 4





Adaptive Deployment

* Process

— Monitor: Load or performance indicators
* CPU, bytes/s, or Req./s

Yol

©

ke
M

— Logic: Reconfiguration

— Execute

* Successive process

15-16 Oct 2013

Network Transformation Using Cloud
A Topology-Aware Adaptive Deployment Framework for Elastic Applications
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Big picture
* Diverse applications
— Multi-tier
— Stateful

* Diverse adaptations
— Goals, Triggers, Algorithms, ...
— Focus: Network-properties

e Swiftly adapt
— Automation

15-16 Oct 2013 Session / Paper Title





Big picture — and today

* Diverse applications
— Multi-tier

— Stateful

Q..

Hardware Virtualization

No runtime changes

Obstacle: Isolation

* Diverse adaptations

— Goals, Triggers, Algorithms Missing: Generic solution

— Focus: Network-properties Manuel integration

e Swiftly adapt

5
— Automation @ g
ed

15-16 Oct 2013

load

Missing system

Network Transformation Using Cloud
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Adaptation today

* Diverse applications
— Multi-tier

— Stateful

Q..

Hardware Virtualization

No runtime changes

Obstacle: Isolation

* Diverse adaptations

— Goals, Triggers, Algorithms Missing: Generic solution

— Focus: Network-properties Manuel integration

e Swiftly adapt

5
— Automation @ g
ed

15-16 Oct 2013

load

Missing system
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Adaptation: Tomorrow

* Diverse applications
— Multi-tier

— Stateful

Q..

Hardware Virtualization

Cont. changing deploy

Bypass Isolation

* Diverse adaptations

— Goals, Triggers, Custom

— Focus: Network-properties

e Swiftly adapt

— Automation

Topology

Self-managed

Framework

IT
ﬂ

15-16 Oct 2013
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Automatic application adaptation @ ‘
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&
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Automatic application adaptation @

—

N /Application Deployment\
Toolkit

— (ADT)
%

=
\ £ {3

15-16 Oct 2013

load

Network Transformation Using Cloud
A Topology-Aware Adaptive Deployment Framework for Elastic Applications
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Automatic application adaptation

. M‘ O 7
How to |/ . o

;\T a ADT )

— Plugin
S —
-\ )

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications 12





Automatic application adaptation @

* How to FC {%3 ? =

(*]

WEVM

. Steering

< a ADT )
3 | 5
Plugin | {)

%?“ E_i_éi ; 9 |
N =

v

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications 3





Automatic application adaptation @

* Three kind of reconfigurations =
] ®
Steering

1) Application-level

4 ADT N
.| 2)Infrastructure-level g i

Plugin —9) \

3) Network services

< (e.g. DNS)
LS %

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications 4





Automatic application adaptation @

Focus: Network P~

(@]

— Topology %

) \/L Steering
/ O

Plugin '®)

/_ 4
\ - N /'\ J‘% / Network operator (ALTO),

Probing, Internet coordinates,...

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications s





Automatic application adaptation @

e Example: Plugin

1. Interactive Web- .\%.
Application (latency)

Steering
S

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications 16





Automatic application adaptation @

e Example: Plugin

1. Interactive Web- u%‘
Application (latency)

2. New Users appear

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications v





Automatic application adaptation @

* Example: M Plugin
1. Interactive Web- .\%. — {%3
Application (latency) ~ B
2. New Users appear \
3. Adapt deployment Jteering_
VM
Network Transformation Using Cloud 18
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Automatic application adaptation @

* Example: M Plugin
1. Interactive Web- .\%. - Lo,
< W

Application (latency)
2. New Users appear
3. Adapt deployment

Steering
S—
o

o

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications





Automatic application adaptation @m

* Continuously changing environment €<=

&

— Multi-tier q
Y

— Stateful |
t

Web
Server

[

Logic
Server

Network Transformation Using Cloud 20
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications





Automatic application adaptation

 Example adaptation
o

H
AN Jo &

WS ':{
N - x 75/ /‘
LS
WS |

q} ;
| & &

Network Transformation Using Cloud 21
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Automatic application adaptation @

 Component (re)configuration
— Interconnection (FS -> DB)

* Deployment sequence

* Notify infrastructure events
— Destroy VM = rescue state

—

(@]

&

— Migrate VM =» switch into a robust state

Plugin

WS

—los,

Steering
S—

DB

Network Transformation Using Cloud 22
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications





Summary @

* Framework, Plugin
— Support for diverse application, adaptations g

— Ongoing process of

* Monitor/aggregate performance data
 Compute, reconfigure deployment

— Enable Network-dependent adaptations:
* Topology Manager: Exchangeable implementations

e Available online: http://tinyurl.com/069vnn4

e Live demonstrations

— Different applications, remote data centres

Network Transformation Using Cloud
15-16 Oct 2013 A Topology-Aware Adaptive Deployment Framework for Elastic Applications 23
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Can cooperation between private telco companies
contribute to Next-Generation Access deployment?

* Next-Generation Access networks are widely associated with economic

Relevance of

growth
broadband . . e -
.. * Improving national broadband availability is a substantial interest for most
provisioning countries

n Regulation authorities and public n Intensive public involvement

investment are seen as driving inhibits private investments and
: forces of broadband provisioning destroys existing market conditions

Countries

differ in their
mindsets about Measures o Measures . . .
broadband * Telecommunication infrastructure * Less public funding per capita
roa? : ar\ provided by public companies *  Stimulation of private

provisioning e Public funding investments

e Strict regulatory measures for
market participants

i

In our paper we aim to assess how cooperation between telco and utility companies
can contribute to Next-Generation Access provisioning.

15-16 Oct 2013 Towards Cross-Industry Information Infrastructure Provisioning 3
— A Resource-Based Perspective





We use the resource-based view for assessing sustainable ﬂn
competitive advantage of cooperation

We assume that telecommunication companies and utility companies will only
cooperate if this creates sustainable competitive advantage.

v

Assessing sustainable competitive advantages in cooperation

Resource-based view

*General assumption: A firm’‘s competitive advantage stems from the resources the firm
disposes of

*Resources may be controlled or possessed by other organizations. Thus, organizations need to
interact in order to acquire and maintain the resource mix necessary to survive

15-16 Oct 2013 Towards Cross-Industry Information Infrastructure Provisioning 4
— A Resource-Based Perspective
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We aim to assess cross-industry infrastructure
provisioning with the concept of the resource-based view

Motivation In our paper we aim to assess preconditions for improving cross-industry infrastructure
and Goal provisioning.

. The resource-based view of the firm represents a theoretical framework that aims to
Theoretical . . o . -

_ explain how firms create competitive advantage and formulate sustainable competitive
(A CEL (TN strategies.

v

1. How can utility companies foster cooperative provisioning of information
infrastructures with telecommunication companies?
Research

questions 2. Which utility resources reinforce or inhibit cooperative infrastructure provisioning?

15-16 Oct 2013 Towards Cross-Industry Information Infrastructure Provisioning
— A Resource-Based Perspective





The exploration of inter- and intra-firm cooperation
drivers requires the conduction of interviews with practioners

The assessment of the research questions requires the exploration of inter- and intra-firm drivers and
inhibitors of competition and cooperation. This requires:
* The conduction of interviews with practitioners

* Additional assessment of internal documents which are related to cooperation

Interview |ldentification Process

Contact to the participants of the
group Interoperability at the
NGA-Forum

Establish further contacts
within the participant’s

company

Establish contacts to existing

cooperation partners

33 Interviewees are represented in:

*  Company management

* Cooperation departments

*  Management with a technical
background
v

The constellation allows to incorporate
technical and strategic views on
cooperation.

Data Overview

Overview on the assessed carrier types

National Metropolitan Business
Geographical |Country-wide Regional Major cities and
scope industrial parks
Customer B2C B2C
focus B2B B2B B2B

Company size

Revenues >>€1bn
Employees >> 2k

Revenues < €1bn
Employees < 2k

Revenues < €1bn
Employees < 2k

Relationship
with utilities

NGA deployment
partner

Spin-off of utilities

Aggregator of utility
infrastructures

15-16 Oct 2013
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The combination of Grounded Theory and Case Study Research
provides a framework for assessing cooperative broadband provisioning

Research
Frameworks

(Halaweh, Fidler and McRobb, 2008)

Grounded Theory Case Study Research
Glaser & Strauss 1967 l l Yin 1994

Interview as primary unit of analysis

*  Conduction of semi-structured expert interviews

* Researcher is required to be passive when conducting the interviews
* Seven general categories: telecommunication value chain,

cooperation initiation, cooperation design and success factors of the
broadband provisioning

Case study analysis
Framework Within-case analysis —> Cross-case analysis
integration with "\ as case-study methodology Propositions on
R based Grounded theory FOOperatlve IS
esourFe ase Open coding —> Axial coding —> Selective coding mfras'tr.uct_ure
view — - provisioning
/\ as guiding paradigm
Resource-based view
15-16 Oct 2013 Towards Cross-Industry Information Infrastructure Provisioning 8

— A Resource-Based Perspective





Agenda

Motivation and Theoretical Foundations

Research Question and Methodology

L

Case Study Description

I

Results

Conclusion and Outlook

L

15-16 Oct 2013 Towards Cross-Industry Information Infrastructure Provisioning
— A Resource-Based Perspective





Some national carriers are generally willing to incorporate
active network components of utilities into their network

Cooperation drivers & inhibitors

Characteristics

D National carriers

* Aggregated market share > 60% in Germany
* Fully integrated service providers
* Large companies with many potential cooperation interfaces

* Networks in process of modernization
* Available ductwork capacities
*  Passive infrastructure

* Collection of property right agreements

* Maintenance of passive fiber infrastructure

* Generally, national carriers are willing to incorporate active products into their
networks

* Capabilities to gain access to public funding
* Experience of demployment of non-telecommunication networks

15-16 Oct 2013
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Metropolitan Carriers are very experienced with respect to cooperation
with utility companies and aim to operate active equipment themselves

Cooperation drivers & inhibitors

Characteristics

D Metropolitan carriers

Market entry of more than seventy metropolitan carriers after the German market
opened to competition followed by strong market consolidation and development
of more differentiated business models

Among the most successful are subsidies of metropolitan utility companies

Ductwork capacities hold by the utilities are potential source of synergies
However, synergies might be overestimated and need to be reevaluated for
every deployment project

Maintaining passive fiber infrastructure

Utilities as predestinated to take over excavation work

Capabilities regarding the active network management such as the operation of
active network layers are seen critically

Capabilities to gain access to public funding

15-16 Oct 2013
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As network aggregators business carriers are very skeptical
with respect to utility companies that operate active equipment

Cooperation drivers & inhibitors

D Business carriers

* Provider of broadband services whose customer base is dominated by business
customers (B2B)

* Typically operate as wholesalers to other telecommunication companies and as
retailers to business entities outside the telecommunications industry

Characteristics

* Spare ductwork infrastructure and passive fiber networks

* Intheir role as aggregators business carrier can help utilities to maximize
network utilization

* Very skeptical regarding utilities which aim to operate active equipment

*  Utilities’ capability to collect property rights agreements from landlords is a strong
facilitator of broadband deployment

* Utilities as predestinated to take over excavation work

*  Utility takes over the infrastructure maintenance

Experience with employment of non-telecommunication networks

15-16 Oct 2013 Towards Cross-Industry Information Infrastructure Provisioning 12
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Telecommunication carrier types differ in their perception of
co-operation enforcing and inhibiting resource types

Resource Metro-
_ Concept National i Business
type politan

Networks 1n process of et o Observation

b modemization B -

Z  |Spare ductwork capacities e I «  More cooperation drivers than
Passive fiber mfrastructure ++ /4 ol4 ++/3 inhibitors
Collecting property rights el el
agreements ' * National carriers identified the largest
Executing excavation work +/2 +/3 +/2 number of COOperation enforCing
Long-term infrastructure +/3 conditions

= depreciation

£ |Maintenance of passive N T I e Causal conditions which inhibit

§  |infrastucture cooperation where more often

£l . . ] . .o pe . .

S |Operating active infrastructure o/ -1 /2 identified by carrier categories
Offering white label products +/1 +/1 MetropO“tan and Business
Executing service operation o/1 -1 /2
Marketing products -1 +/2
Knowledge required for gaining ; , + + strong evidence that a factor contributes to

_ |access to public fanding Yy /3 co-opetitive performance

_E Personal business relationships +/2 ——strong evidence that this factor does not contribute to
Experience with employment of o o o co-opetitive performance
non-telecommunication networks ' . .

+, 0, — intermediate levels
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Based on our analyses we derive four propositions for
cross-industry infrastructure provisioning

Resource-based View
» for assessing cross-industry infrastructure

1. How can utility companies foster cooperative T o
provisioning and sources of competitive

provisioning of information infrastructures with

telecommunication companies? advantage
Case study analysis
. . . . . Within-case analysis — Cross-case analysis
2. Which ut-|I|ty. resources remforcg or {nhlblt s case-study methodoloy Propositions on
cooperative infrastructure provisioning? Grounded theory jigﬁ‘c‘;m
Open coding —> Axial coding —>Selective coding provisioning
as guiding paradigm
| Resource-based view

- R ——
Propositions

1. Unless a utility company exhibits a stronger local brand than the telecommunication company, cooperation is
more likely to evolve if the telecommunication company is accountable for service operation and marketing.

2. Utility companies that operate active telecommunication equipment and provide the corresponding services are
more likely to establish cooperation with national telecommunication carriers than with metropolitan or business
telecommunication carriers.

3. Utility companies can foster cooperation with telecommunication companies by focusing on the provisioning of
physical infrastructures and related organizational capabilities.

4.  Utility companies can facilitate cooperative infrastructure provisioning by unburdening access to public funding
and customer premises.

15-16 Oct 2013 Towards Cross-Industry Information Infrastructure Provisioning 16
— A Resource-Based Perspective





Limitations and Outlook

Limitations

Outlook

This paper focused on the assessment of the German Next-
Generation Access market.

Caution is advised in generalizing the results of our analysis for other
countries as national broadband provisioning processes can differ

largely due to country specific preconditions (cf. Ragoobar, Whalley
and Harle 2010).

Further research will be aimed at assessing the utility perspective on
cross-industry information infrastructure provisioning.

15-16 Oct 2013

Towards Cross-Industry Information Infrastructure Provisioning
— A Resource-Based Perspective

17





ﬁn Unlmkmn'Value ﬁmn the NLF‘-.‘U(‘JI]\H

E2DE3 Smarter Networks for Smarter Things 1516 October 201 ce,ltaly

Thank you!

Any Questions?
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Fixed operator’s circumstance

Q..

* Number of FTTx subscribers is saturating.

* Subscriber retention is an urgent issue,
especially for home segment.

x10K
120 - Growth of FTTx / DSL subscribers in Japan.
s T o3 .
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Project objective @

e To create telecommunication services that
contributes to retain home broadband

subscribers, especially, for elderly and family
users.

* Service examples

* Family cloud concept
* Architecture

Network Transformation using Cloud / Designing Carrier’s Online
Storage “Family Cloud” for Enhancing Telecom Home Services





Factors of subscriber loyalty @

* Service experience

e Relational benefit

e Switching barrier

Network Transformation using Cloud / Designing Carrier’s Online
Storage “Family Cloud” for Enhancing Telecom Home Services





Approach: Service experience @

* Limited opportunities for subscribers to feel
the broadband value.

— Complicated operations.

— New devices, new apps, ...

ﬁ Weave the services into daily home life.

— Minimum user operations.
— Extend existing home telecom services.

Network Transformation using Cloud / Designing Carrier’s Online
Storage “Family Cloud” for Enhancing Telecom Home Services





Q..

Service example (1)

* Voice photo-frame

Her wedding

party was ---
e -
« \_ F

Digital
camera Digital photoframe

- went to the
amusement park -
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Service example (1)
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Approach: Relational benefit @

* How to realize such services that the longer it
is used the more valuable it becomes.

ﬁ Customization of services to fit each
customer’s situation.

Network Transformation using Cloud / Designing Carrier’s Online
Storage “Family Cloud” for Enhancing Telecom Home Services





Q..

Service example (2)

e Abstraction video phone

Network Transformation using Cloud / Designing Carrier’s Online
Storage “Family Cloud” for Enhancing Telecom Home Services





Service example (2)

Network Transformation using Cloud / Designing Carrier’s Online
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Approach: Switching barrier @

* Open technologies are lowering the barriers.
— Portability of contacts and e-mails in handset.
— Data (image, video, etc.) migration between clouds.

ﬁ Adding extra-values to stored user data with
cutting-edge technologies.

— Audio / image recognition.

— Lifelog learning.

Network Transformation using Cloud / Designing Carrier’s Online
Storage “Family Cloud” for Enhancing Telecom Home Services





Service example (3)

 Smart cloud player

- - \ am“y’s
_— q interest model

Network Transformation using Cloud / Designing Carrier’s Online
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Service example (3)






Family cloud concept @

Residential optical broadband
+ family-dedicated cloud.

Attaching cloud services onto telecom-domain
services.

Seamless data transfer between family cloud
and home devices.

Enablers for adding extra-values on stored
cloud data.

Network Transformation using Cloud / Designing Carrier’s Online
Storage “Family Cloud” for Enhancing Telecom Home Services





Functional architecture

® Party
Service
ES1
IS |—
—H IDaa$S External Service Interface -
ES2
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. 1
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User Profile | K] Service | | Storage Manager
Management||| ||  Agent ™M -
Data storage
Rule i3 \
Engine Uh):)
|
Data . Device
| Processing ) Device 1/0 Management
5 NL+I I
. Network Connectivity —
Family Cloud
| |
ome r
Application Media Device ) .
Server Server Abstraction |_/ Deklce
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Summary @

* Introduced home service examples designed
for contributing to subscriber retention.

* Proposed family cloud concept and platform
architecture to facilitate those home services.

Network Transformation using Cloud / Designing Carrier’s Online
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Q..

what is WebRTC?

* WebRTC enables “Real-Time Communications” through

web browser via simple JavaScript APIs and HTML5
HTML

without any preinstalled plug-in

* Any device embedding a web browser such as
smartphones, tablets, PCs, or connected TV can do
voice, video and other forms of P2P data
communications.

=) (tak @
M Google
o & 9
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standardized W3C API inside browser@

Web Server l

(Web Service) ‘

XmlHttpRequest(XHR) JS WebSocket(WS)

APL WA JSAPL W3

Web Browser

e@®eo0

£ 3

WebRTC Web Client
(webapp HTML5)

3

(o

t Realtime
Multimedia
HTML5 | Communication
<audio><video>,<canvas> " : Other JSAPI | IETF

1 W3C | \_W_35_'_I

\

|
J E'! N Audio JS API W3C"
| TC
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browsers implementation

0os

Desktop OS Android OS

Windows
Phone

Browser

@ e e 0

PeerConnection

GetUserMedia

Data channel

MediaRecorder

Audio quality

Video quality

Interoperability

- Not implemented

Partially implemented, or implemented but not sufficiently stable to support live services.

Usable (stable) implementation, but some minor details may be missing compared to specification

Session 2 / WebRTC 4





browser status & device support

StatCounter Global Stats

Mobile vs. Desktop from Sept 2012 to Sept 2013

90%
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Overall installed base
of WebRTC-supporting
devices
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Note: See full definitions for “WebRTC-supporting”
Source: Disruptive Analysis
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the long-lasting “webisation” trend @m

90ies =»

Alice's % % other
endpoint server server

endpoint

2005, html/javascript disruption = WebApp / Browser paradigm for data services

y IP network
protocol

Bob’s

web

browser

u [y
“web app -
HTML/JavaScrip

H I WebRTC API]
T

T | media flows,
P codecs...

] media streams

Alice’s
browser

“\_web browsel;E

{U/N}INI = {User/Network}-Network Interface

IP network

UNI

(Voice, Video...) _
' web app .

Bob’s
browser

web

l -

IP network

senvice | protocol _____| endpoint _|

email
IM
VolP

web

y
UNI »server. email% ema >
el | GW SErver

rd si
server_goip i)
s

pop3, imap4, smtp
xmpp, simple

sip

http

email client
IM client
hard/soft phone

web browser

services rely no more on protocols but
on APls, improved with HTML5 (e.g.
websocket, local storage)

communication between WebApp and
web server is commoditized (http)

2012, webRTC = WebApp / Browser paradigm for real-time services

VolP
server
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not standardized signaling
JavaScript downloaded with web page

r
o N
3\' \/
WebRTC- = —
. i enabled
web page web server  facebos
) Amis
L (HTML/JavaScript) | / W3C NS —
gr— /// ; J ]
WebRTC API4 web application
—
IETF
WobRTC v audio/video/data AP |
media ]
——

&

\/ “‘OTT” media plane

STUN/TURN P2P media; Built-in NAT/FW traversal; Built-in

server ciphering; License-free codecs; Quality feedback for
adaptive codecs; could deal with IP interface
switchover (e.g. Wi-Fi<cellular)
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Q..

non interconnected world

legacy telephony
networks

= ‘
Amis

|
web applicatibn web applicatibn

| APIs ] | APls |
browser

browser

web applicatibn web applicatibn

web applicatibn web applicatibn

| APIs | | APls ]
browser

| APls ] | APIs |
browser
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browser S
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browser S

facebook
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some issues in current services

* feature-oriented standardization
— initial service requirements sometimes outdated
— non functional properties...

 many functional entities in the signaling path
— often with stateful implementations

— need of end to end control
* devices, access network, CSCF, AS...

— e.g. registration procedure

* tight coupling vs loose coupling

15-16 Oct 2013 Session 2 / WebRTC





some issues in current services @

* some discrepancy between protocol and architecture
choices

— e.g. AS = B2BUA
— tight coupling between service and protocol

e operator has to integrate multiple vendor’s solutions

— device, core, AS...
— lack of control of the user interface

e costin M€ and delays in years
— difficult to test a new service on the market

15-16 Oct 2013 Session 2 / WebRTC 10
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Q..

IMS extension approach

* ongoing work at 3GPP
* standardization of a webRTC/IMS gateway

— signaling
— media
Internet o | SS,P
CSCF
Web browser |  SIP Signaling fayer
Java Script ayer Medi
dia
WebRTC edia layer =dia”| PSTN GW -
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requirements for a full web approach @

* loose coupling, extensibility, modularity
* security

e cost-driven

* self organizing

* mutualization between services
=>»Service Oriented Computing

=>» Platform as a Service

15-16 Oct 2013 Session 2 / WebRTC 13





possible architecture for telcos

cloud hosting

WebRTC browser

4 compliant

WebRTC/

device SIP
IMS
(sip
interco
3rd party PSTN

’ SIP network
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conclusion @

 new shift in conversational services, based on
web architecture

* 3 mid-term disruptions for conversational
services

— move towards IT evolutions (i.e. SOC, QoS and
security-enabled cloud...)

— reduction of dependence on telecom standards
for launching services

— opening assets towards 3rd parties (ecosystem)

Session 2 / WebRTC 15
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